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Abstract. Accurately classifying emotional states from functional magnetic res-
onance imaging (fMRI) data presents challenges in the field of brain state classi-
fication. Traditional machine learning methods struggle with high-dimensional 
fMRI data, leading to a growing interest in deep learning (DL) models. In this 
study, we propose a novel approach to classify emotional arousal levels using 
fMRI data by adapting the EEGNet architecture, originally designed for electro-
encephalography (EEG) classification. By leveraging two-dimensional represen-
tations of the fMRI time courses, EEGNet models achieved accuracies ranging 
from 70.49% to 72.54%. Furthermore, our newly developed network, fMRINet, 
outperforms previous models, reaching an accuracy of 73.76%. These results 
highlight the potential of DL models to capture complex patterns in fMRI data, 
even with limited available data. Our findings contribute to the field of brain state 
classification and provide insights into the classification of different emotional 
states using fMRI data. 

Keywords: Deep Learning, fMRI, Brain Decoding, Emotion Classification 

1 Introduction 

In recent years, neuroimaging techniques like functional magnetic resonance imag-
ing (fMRI) have revolutionized our understanding of the human brain and its connec-
tion to emotions. Emotions, which significantly influence human cognition, behavior, 
and mental well-being, can become challenging to manage when abnormally experi-
enced due to underlying conditions, potentially leading to specific phobias and mental 
health problems [13, 14]. Accurate classification of emotional states from fMRI data 
can therefore become crucial for advancing our understanding of emotional processing 
and developing novel diagnostic and therapeutic tools. In this context, the support vec-
tor machine (SVM)-based multi-voxel pattern analysis (MVPA) has emerged as the 
most widely used method for brain decoding. However, despite its popularity, the SVM 
faces challenges in handling high-dimensional raw data and requires expert knowledge 
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in designing techniques for feature selection and extraction [9, 17]. As a result, there is 
growing interest in exploring alternative machine learning (ML) models, particularly 
deep learning (DL) models. 

DL models, including convolutional neuronal networks (CNN), recurrent neural net-
works (RNN), and graph neural networks (GNN), have shown promise in capturing 
complex patterns within fMRI data [1, 3, 16]. These models enable brain state classifi-
cation by leveraging whole-brain data [7, 19], or other data types derived from it like 
connectivity measures [12] or graph data [11, 18]. However, the requirement of large 
datasets required from these models poses a challenge in typical neuroimaging studies 
with limited participants. Transfer learning can address this challenge [8, 20] by lever-
aging large-scale fMRI projects such as the Human Connectome Project (HCP) [5] and 
BioBank [15], training DL models on extensive datasets and later generalizing them for 
use in common fMRI studies, thereby enhancing their applicability. 

In this study, we present a novel approach to address the data limitations in fMRI 
studies. Our objective is to classify binary emotional arousal levels (High vs Low 
Arousal) using fMRI data obtained from a small sample of 16 participants. Drawing 
inspiration from EEGNet a compact CNN originally designed for electroencephalog-
raphy (EEG) classification, we adapt the EEGNet architecture for fMRI data by intro-
ducing minor modifications to its structure. To accommodate the specific characteris-
tics of fMRI data, we adjusted the original EEGNet structure and its derivative archi-
tectures [2]. Specifically, we reduced the size of the temporal filters to better handle the 
lower time dimensionality of fMRI data. Additionally, we transformed the 4D fMRI 
data into 2D by extracting the average time course of all voxels within predefined re-
gions of interest (ROIs) based on an anatomical atlas. Furthermore, we explore the EE-
GNet architecture and develop our own networks that leverage the richer spatial infor-
mation inherent in fMRI data. 

2 Materials and methods 

2.1 Preparation of fMRI data 

The fMRI task involved three runs, each with 10 trials, following a block design. 
The blocks included fixation-cross, video watching, and self-evaluation. Videos were 
sourced from the CAAV dataset [4] and represented two levels of emotional arousal 
(high and low) in a 2:1 ratio. To create input samples for classification, the entire 15-
second video block and an additional 5 seconds after were considered, covering the 
post-signal of the hemodynamic response. The mean time course of all voxels within 
predefined regions of interest (ROI) based on the brainnetone (BN) atlas [6] was ex-
tracted for each data block. The extracted time courses were normalized by subtracting 
the mean value of the previous 5 seconds. Data augmentation was performed using a 
sliding window of size 15, moving across the 20 seconds of data with a step size of one. 

2.2 Classification approach 

A leave-one-subject-out (LOSO) classification approach was employed, where each 
participant's data were used for testing, while the remaining participants' data were used 
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for training. Participants were randomly split into training and validation sets, ensuring 
generalizability. This process was repeated ten times for each participant, and the mod-
els' performance was evaluated by calculating the mean balance accuracy across all 
participants. The state-of-the-art models, including EEGNet and its derivatives, are de-
scribed elsewhere [2, 10]. Our own model, fMRINet, is summarized in Figure 1.

Fig. 1. Architecture summary of the fMRINet. This network comprises three layers convolution 
layers plus one fully connected layer. Details regarding each layer can be found in the bottom.

3 Preliminary Results

As shown in Table 1, our preliminary results demonstrate that all models achieved 
performances significantly above chance.

Table 1. Summary of the results obtained. The balanced accuracy is presented as the mean ± 
standard error. The p-value, obtained through a permutation test, indicates the statistical signifi-

cance of the model's performance, specifically its performance above chance.

Model Balance Accuracy p-value
EEGNet 70.49±1.56 <0.01

EEGNetv2 72.53±1.56 <0.01
EEGNetv2.1 72.54±1.62 <0.01

EEGNeX 70.60±1.59 <0.01
fMRINet 73.76±1.96 <0.01

SVM 71.32±1.85 <0.01
These findings highlight the potential of leveraging EEGNet to build task-specific 

brain decoders, even with limited data availability. Importantly, our fMRINet model 
exhibited a slight performance advantage over the EEGNet models, suggesting the pos-
sibility of further enhancing these networks by incorporating the spatial characteristics 
inherent in fMRI data. 

In future work, we aim to enhance these compact DL models and explore new ap-
proaches that utilize effective connectivity measures and graph neural networks (GNN). 
Our end objective is to develop low-complexity, easily interpretable models with bio-
logical significance.
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Abstract. Choosing the appropriate treatment to manage postoper-
ative pain depends on accurately assessing its intensity. However, the
current assessment methods are subjective, discontinuous, and inade-
quate for evaluating the pain of patients unable to communicate verbally.
Therefore, there is a need to develop an objective and continuous method
that does not require patient reports. This work proposes to develop data
science strategies based on physiological signals to monitor and manage
postoperative pain more effectively. To this end, relevant physiological
features that exhibit strong correlations with self-reported pain will be
identified, enabling the prediction of postoperative pain intensity and
detection of pain relief after medication, with the support of machine
learning approaches.

Keywords: Data acquisition · Feature extraction · Machine learning ·

Pain assessment · Physiological signals · Postoperative pain

1 Introduction

After surgery, patients often experience postoperative pain [17]. Inadequate pain
management has been associated with increased morbidity and mortality, ad-
verse psychological effects, delayed recovery time, and higher medical costs [1,
8]. Therefore, managing postoperative pain effectively can reduce complications,
shorten hospital stays, and, ultimately, promote better recovery of the patients.

An accurate assessment of pain intensity is essential for successful pain treat-
ment [11]. Nowadays, pain is assessed using scales and questionnaires, relying,
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most of the time, on self-reporting. One widely used approach is the Numeric
Rating Scale, where patients are asked to rate their pain level on a scale rang-
ing from 0 to 10 (or 100), where 0 represents the absence of pain, and 10 (or
100) represents the worst pain imaginable [3]. While self-reporting is widely used
as the most suitable method for pain assessment, when patients are unable to
self-report due to cognitive conditions or communication limitations, healthcare
professionals can rely on behavioral cues, such as facial expressions and body
movements, and physiological measures, including heart rate, blood pressure,
and respiratory rate, to identify distress in these individuals [14, 20].

Although these assessment tools used in routine clinical practice are vali-
dated, they present several limitations [22]. These include subjectivity in reports
and difficulty in evaluating the subjective experience of pain from a third-person
perspective, which can lead to potential observational bias [6]. Furthermore,
assessment methods are not continuous and provide short-term measures, and
behavior and physiological changes are not always specific to pain [9]. There-
fore, the development of an objective continuous assessment method would be
valuable for monitoring pain and guiding drug administration after surgery.

2 State of the art

Recent research has shown an association between pain perception and the au-
tonomic nervous system (ANS). The ANS response to postoperative pain can be
measured non-invasively, allowing for real-time monitoring of the balance in au-
tonomic tone through physiological signals to guide clinical decision-making [7].

Several physiological indicators extracted from electrocardiogram (ECG),
electrodermal activity (EDA), photoplethysmogram (PPG), pupillometry, and
surface electromyography (sEMG) signals showed a correlation with postop-
erative pain [4, 5, 12, 16, 18]. Moreover, various physiological parameters have
also been shown to be significantly different after pain treatment [10, 13, 19, 21].
Furthermore, a study demonstrated that employing a support vector machine
(SVM) classifier with eight Heart Rate Variability (HRV) features resulted in ac-
curacies of 67.03%, 84.79%, 76.18%, and 63.86%, respectively, when comparing
baseline and increasing pain levels (PL1, PL2, PL3, PL4) [15]. In [2], EDA sig-
nals achieved accuracies of 86.0%, 70.0%, and 61.5% in classifying PL1, PL2, and
PL4, respectively, by employing a random forest (RF) classifier. For the classifi-
cation of PL3, a k-nearest-neighbor (kNN) classifier demonstrated an accuracy
of 72.1%. Moreover, the systolic peak amplitude variation normalized by PPG
AC amplitude showed an accuracy of 79.5% to distinguish between preoperative
and postoperative conditions using logistic classification [23].

3 Methodology

In order to contribute with relevant advances in the physiological assessment of
postoperative pain, this thesis aims to answer the following research questions:
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– What is the relationship between human physiology and pain?
– Considering overlapped sliding windows, what is the optimal length to pro-

vide reliable physiological feature extraction?
– Which physiological features, or combinations, provide a better description

of postoperative pain?
– Which features and Machine Learning (ML) algorithms will be best suited

for pain level classification?

To address these questions, the following methodology will be pursued. The
first phase corresponds to data collection from adult participants undergoing
elective abdominal surgery at Centro Hospitalar Tondela-Viseu (CHTV), re-
cruited on a volunteer base after written informed consent. The data includes
physiological signals (such as ECG, EDA, EMG) obtained through minimally
invasive techniques, self-reported pain assessments, as well as information re-
garding age, gender, surgery, and postoperative settings.

Following, signal preprocessing will be carried out, including signal filtering,
and subsequent feature extraction. The effects of different anesthetic agent drugs
on the collected physiological signals should be studied and taken into consider-
ation when deriving pain indicators during the feature extraction process.

An initial study will investigate the effect of pain relief medication on the
extracted features, comparing pain reports before and after pain management.
Furthermore, the extracted features will be analyzed, both individually and in
various combinations, which can involve features from the same physiological
signal or features derived from different physiological signals, to determine their
suitability as indicators of postoperative pain and identify which better correlates
with self-reported pain. The goal is to derive multimodal Physiological Postop-
erative Pain indicators (mPPPi) and provide an ML model for pain intensity
classification, exploring also the application of ML explainable models.

Considering the steps mentioned above, innovative solutions in applied data
science according to data constraints expected in this type of data (class imbal-
ance, noise, artifacts) will also be addressed. Furthermore, considering overlap-
ping sliding windows, the optimal length to provide reliable feature extraction
will be determined. Another goal involves providing graph-representation ap-
proaches for change detection (namely, changes that pain relief poses on mPPPi),
allowing continuous monitoring and assessment of postoperative pain.

Finally, the ultimate goal is to develop a user interface to integrate the pro-
posed methods for pain assessment and classification, which may also enable the
evaluation of the achievements through a clinical perspective.
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Abstract. Innovative approaches to individuals recognition based on
physiological and behavioral characteristics have emerged since surrogate
representations of identity no longer suffice. This trend is encouraged by
the increase of low-cost computational power, allowing these methodolo-
gies to be deployed with an efficiency that is expected to have a great
impact on technology. Biometric recognition through Electrocardiogram
(ECG) has recently seen progress, largely due to the uniqueness of the
ECG signal. This thesis aims to develop a polymeric-based off-the-person
ECG sensor to acquire ECG signals and propose new methods for bio-
metric authentication and identification of individuals.

Keywords: Biometric Recognition · Electrocardiogram · ECG sensor ·

Data Mining · Machine Learning.

1 Introduction

A variety of societal facilities rely on recognition systems to protect and guard
ourselves, our personal data, and our belongings. Several still depend on tra-
ditional methods, such as passwords [14]. However, their reuse across different
services can lead to account takeovers. Hence, traditional representations of iden-
tity are no longer sufficient. This has led to a recent shift of interest towards the
field of biometric recognition [14, 23]. The most common biometric trait is the
fingerprint, nevertheless its acquisition can be easily circumvented by a skilled
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specialist. ECG has recently shown a great potential to be used as a biometric
trait mainly due to its uniqueness and hidden nature [5, 6, 26]. Thus, this thesis
aims to identify and authenticate individuals through their ECG signals, ac-
quired with a polymeric-based ECG sensor, which will also be developed under
the course of this PhD.

2 State-of-the-art

Biometrics is defined by the International Organization for Standardization
(ISO) as “the automated recognition of individuals based on their behavioral
and biological characteristics” [7], and is an increasingly growing multibillion-
dollar market [12].

Distinctive features evaluated by biometrics, which are referred to as biomet-
ric traits, must have the following characteristics [21]: universality, uniqueness,
stability, collectability, performance, acceptability, and circumvention. The ad-
vantages of using ECG as a biometric trait are its universality, hidden nature,
and simple acquisition, while its disadvantages include the need for contact and
the fact that ECG is variable over time [16].

A biometric recognition system (BRS) can be divided into data acquisition,
feature extraction and classification. Concerning data acquisition, ECG can be
acquired through “on-the-person” or “off-the-person” approaches. The former
were mostly used in early biometrics; however, they present movement con-
straints due to the large number of electrodes required [3, 19, 21]. The latter have
more recently emerged since they require few dry Ag/AgCl electrodes in contact
with subject’s hands or fingers, being easily integrated in day-to-day objects [18,
23, 27]. Nevertheless, they can trigger allergic reactions [29], and so conductive
polymers are being explored as ECG electrodes [10, 15, 22, 28]. Contactless ap-
proaches based on radar technologies are also emerging and their ability in ECG
biometrics is being studied [20].

Despite ECG being often acquired from healthy subjects, at rest, some re-
searchers have been exploring ECG biometrics for cardiac patients [1, 2] and
during physical exercise [8, 9, 18], registering a decrease in system’s accuracy.

Regarding feature extraction, existing approaches can be fiducial, non-fiducial,
or partially-fiducial. Although fiducial features result in higher accuracies [8, 13,
25], non-fiducial features [1, 3, 17] have reduced computational costs as they do
not have to accurately detect fiducial points. Partially-fiducial approaches [4,
13] are significantly more uncommon, as they combine the use of non-fiducial
approaches after the detection of fiducial points. Concerning the classification
stage, either a classifier or a metric-based method (MBM) can be used. Classi-
fiers, such as Support Vector Machines [11, 24], Nearest Neighbor [1, 4, 11] and
Neural Networks [4, 27] are mostly used for identification tasks, whereas MBM
using Euclidean [3, 17, 24, 25] and Cosine distances [3, 24] are used for both iden-
tification and authentication. Despite the different techniques explored in the
literature, there is still no consensus on which ones lead to better performance.
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3 Methodology

Considering the limitations and drawbacks from literature, the following research
questions will be addressed:

1. Can a polymeric-based sensor be used for biometric recognition?
2. Which conditions for ECG acquisition should be considered when designing

the data collection protocol for a BRS?
3. Which factors of data acquisition influence the intra- and inter-subject vari-

ability and how they impact the performance of a BRS?
4. Which machine learning approaches are most suitable for identification and

authentication tasks? Simultaneously, a study on the most relevant features
regarding the conditions of acquisition, and the limitation of classification
methods will also be attained.

To answer these questions, the proposed methodology will be followed:
T1. State-of-the-art review, focusing on ECG sensors, ECG collection, Signal

Processing, Data Mining, and Machine Learning. It should include a literature
search, and a review of the selected studies, with their findings and limitations.

T2. Sensor development, in which different polymeric materials and textures
will be explored. Then, the electrical conductivity of the polymer will be studied,
as well as sensor geometry, and mechanical and electrical stability.

T3. The Data collection task will include the design of the protocols for three
different sessions. The first protocol, called Daily Acquisition, consists of acquir-
ing ECG data from the fingers several times using the self-developed sensor to
assess the stability of ECG signals over time and analyze the influence of cardiac
conditions, age, and gender. The second protocol consists of acquiring ECG sig-
nals during physical exercise to analyze the influence of exercise and posture. The
third protocol involves acquiring ECG signals when inducing different emotional
states through video elicitation.

T4. Devoted to Data mining, this task considers signal pre-processing, feature
extraction, in which fiducial, non-fiducial, and partially-fiducial features will be
explored, and feature transformation.

T5. Devoted to machine learning approaches. this task aims to train and
refine several classification models for both the identification and authentication
tasks. A comparative analysis to assess the performance of each classifier will
focus on the strengths and weaknesses of each specific condition of acquisition
and the features used.

T6. Final frameworks. This task aims to deliver final frameworks for iden-
tification and authentication, taking into account the optimal selection of data
acquisition conditions, features, and classification methods. Reproducibility of
results will be emphasized.

T7. Scientific paper and thesis writing. During the course of this Ph.D., it
is expected to publish at least three journal papers, and disseminate the results
at national and international events, ending with the writing and defense of the
thesis.
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Abstract. Many applications generate extensive short text as stream
data. Traditional approaches often struggle to handle these sparse and
high-dimensional data. Two main methods, similarity-based text stream
clustering, and the probabilistic topic model approach, have been used
in Short Text Stream Clustering (STSC) studies. However, these meth-
ods have limitations when dealing with massive, noisy, user-generated
data, including misspellings, ambiguous abbreviations, and nonstandard
shortening of words. This research aims to evaluate the performance of
these clustering methods against other state-of-the-art approaches and
to develop methods that integrate probabilistic and similarity-based ap-
proaches. The focus is on identifying the most efficient similarity-based
methods, exploring various word representation techniques, and creating
an integrated approach that effectively handles the challenges posed by
short text data streams.

Keywords: Short Text Stream Clustering, Topic Model, Similarity

1 Introduction

The digital age has produced an unusual influx of text data from various sources
such as social media and news sites. These data, often user-generated and un-
structured, present notable challenges for automated text processing [1]. Classic
methods need to be revised for these high-dimensional data, inspiring researchers
to develop innovative techniques. These new methods aim to guide the complex-
ity of these data, offering insights and opportunities in various fields [2].

Some studies in this field focus on Short Text Stream Clustering (STSC),
which comprises two main divisions: similarity-based text stream clustering and
the probabilistic topic model approach [3]. The first relies on the vector space
model to represent documents and uses similarity metrics like cosine similarity
to gauge the similarity between documents or clusters. The latter involves proba-
bilistic topic models like Latent Dirichlet Allocation (LDA) [4] and its enhanced
versions, representing a cluster as a cluster feature (CF) a vector and inferring
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a topic as a multinomial distribution over words. Despite recent advancements,
short text stream clustering methods still struggle with high computational costs,
especially when handling large-scale data [5], and exhibit a strong dependency
on language or context/domain, which can limit their effectiveness [6].

This research aims to navigate these complexities by evaluating the effec-
tiveness of combined similarity-based and probabilistic topic model methods in
STSC, focusing mainly on short and noisy stream text data.

2 Related Work

The evolution of text clustering methods has been marked by significant ad-
vancements in both similarity-based methods and the development of word em-
beddings. Initially, similarity-based methods such as the Vector Space Model
(VSM) were widely used, where documents were represented as vectors and sim-
ilarity scores were calculated using metrics like cosine similarity [7–11] However,
with the advent of neural networks, word embeddings became a powerful tool
for capturing semantic and syntactic relationships between words, contributing
significantly to the field [12–19].

The introduction of the Transformer architecture in 2017 marked a turning
point in sequence modeling, offering a novel approach to handling text data [20–
25]. This led to the development of various Transformer-based models such as
BERT [26], and its variants [27–30], which have been widely applied in tasks
involving short text stream clustering.

Despite these advancements in word representation and similarity methods,
traditional clustering methods like K-Means and Hierarchical Clustering have
remained relevant, being used independently of the word representation method
[31–33]. Other techniques have also been explored, further enriching the land-
scape of text clustering methods [16, 34, 35]. This continuous evolution and inter-
play of methods have shaped the current state of text clustering, demonstrating
the dynamic nature of this field.

Probabilistic models, particularly LDA-based models have been instrumental
in short text stream clustering [3, 4, 36–46]. These models, while powerful, have
certain limitations, especially when dealing with short and sparse text data.
Several LDA variants and extensions have been proposed to address these issues.
For instance, the Biterm Topic Model (BTM) [40] was designed to handle short
texts by learning topics based on the aggregated biterms across the entire corpus,
effectively mitigating the sparsity problem inherent in individual documents.

However, the dynamic nature of text streams presents additional challenges,
as the topic distribution can change over time. To capture these temporal dy-
namics, models such as the Dynamic Topic Model (DTM) [37] and the Dynamic
Mixture Model (DMM) [46] have been developed. These models extend the tra-
ditional LDA framework by allowing the topic distributions to evolve over time,
making them more suitable for analyzing text streams. Despite these advance-
ments, the field continues to evolve, with ongoing research aimed at further
improving the performance and robustness of probabilistic models for STSC.
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3 Research Questions

This research aims to push the boundaries of current text clustering methods,
particularly those dealing with the complexity of short, noisy text streams com-
monly found in social media posts, product descriptions, news headlines, and
question titles. The non-standardized nature and frequent truncations of these
text streams have proven to be a significant challenge for traditional Natural
Language Processing (NLP) approaches, with neither similarity-based nor prob-
abilistic methods providing satisfactory solutions. We intend to contribute to
further advancing the processing of short and noisy stream text data. We will
focus on finding answers to the following research questions to attain that.

RQ1: Can a combination of Similarity-based and Probabilistic Topic Model
methods effectively cluster such data? This potential synergy between the un-
supervised clustering ability of Latent Dirichlet Allocation (LDA) [47] and the
semantic learning capability of embeddings [48] could provide a robust solution
to handle text data characterized by misspellings, ambiguous abbreviations, and
non-standard shortenings of words.

RQ2: In the context of certain types of data, such as e-commerce, that nat-
urally possess a hierarchical composition [49], would the joint use of hierarchical
clustering methods prove beneficial for Short Text Stream Clustering (STSC)?
The formation of micro-clusters by these methods could potentially reduce the
scope of comparison in the final clustering step in massive data stream scenarios.

RQ3: What are the implications of recent advancements in word represen-
tation techniques on STSC methods? With the evolution from Bag of Words
(BOW) to methods like Word2Vec, GloVe, and BERT transformers, how do these
transitions influence STSC methods’ effectiveness in dealing with text data with
misspellings, ambiguous abbreviations, and non-standard shortenings of words,
especially when working with Probabilistic and Similarity-based methods?

4 Proposed Methodology

Our goal is to explore how combining two methodological approaches, backed by
state-of-the-art word representation techniques, can improve the performance in
noise data processing.

We plan to utilize datasets sourced from various real-world applications such
as the Brazilian electronic invoice project, Google News headlines, Twitter feeds,
and StackOverflow question titles. Through these diverse datasets, we hope to
examine the efficacy of various word representation models, including TFIDF,
GloVe, Word2Vec, and BERT, with a specific emphasis on evaluating BERT’s
utility in a Similarity-based and LDA context. Additionally, we will assess a
range of character and token-based similarity measures, such as Levenstein,
Needleman-Wunsh, Jaro-Winkler, cosine, and n-gram. We are confident that
our comprehensive and rigorous approach will yield insightful results, which
we will evaluate using standard metrics, including Homogeneity, Completeness,
Normalized Mutual Information, and Purity.
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Abstract. To promote the responsible development and use of artificial
intelligence (AI), principles of trustworthiness, accountability and fair-
ness should be followed. These principles can be threatened by various
ethical challenges. Several approaches can be used, such as working at
the data level, as data is one of the key elements of the AI pipeline. How-
ever, ensuring high data quality alone is not sufficient to avoid all ethical
concerns. Expanding data quality frameworks to include data balance
and data documentation can be helpful in addressing critical aspects of
ethical considerations related to AI systems. The proposed framework in-
troduces additional quality measures, such as the assessment of data bal-
ance and the quality of data documentation. The former can be useful to
identify risks of disproportionate treatment of different groups based on
their protected characteristics. The latter emphasises the importance of
documenting datasets, making them more transparent and accountable.
By integrating these measures into the development pipeline through
appropriate data labels, we aim to empower practitioners to build more
responsible systems. We outline future research directions for automating
these metric evaluation processes.

Keywords: Data quality · data balance · data documentation · algo-
rithmic bias · AI trustworthiness · AI accountability · AI fairness.

1 Introduction

Artificial intelligence (AI) has made significant advances in recent years, and
concerns have arisen about its irresponsible development and use. Principles
of trustworthiness, accountability and fairness should be followed to develop
responsible AI systems. However, these principles can be threatened by various
ethical challenges. These ethical problems may have roots in different portions
of the AI pipeline, including data. A major concern is the use of poor quality,
biased and poorly documented training data. Data quality plays a critical role
in optimizing software performance, but ensuring data quality alone does not
address all the ethical concerns associated with the use of AI systems. The focus
of this research is to create a theoretical framework useful to cover the most
relevant ethical challenges of an AI system [9]. By exploring these aspects from
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Fig. 1: The data dimensions (on the left) have an impact on the various ethical
challenges (in the middle), with consequences for the desiderable proprieties of
AI systems (on the right).

the data perspective, we aim to improve the trustworthiness, the accountability
and the fairness of AI systems. This framework can also find practical application
in the realisation of informative data labels.

2 State of the art

Responsibility in the selection, creation and adoption of datasets is at the heart of
mitigating some problems, as faulty data leads to faulty AI models, which then
produce undesirable outcomes. Therefore, researchers have started to explore
ways to assess the quality, balance and provenance of datasets. Various works
highlighted the importance of this topic, as algorithmic results are often data-
driven [3,2]. In addition, noisy/inaccurate data reduce the validity of results
[7,5], and data quality issues cause downstream effects (cascades) that are both
common and avoidable [11]. A growing body of literature has explored how to
make the intrinsic properties of datasets emerge. Gebru et al. proposed a list
of questions useful to guide the writing of documentation by dataset creators,
borrowing the concept of ”datasheet” from electronics. Holland et al. [4] proposed
a diagnostic framework, as if it were a food label of a dataset. Bender et al. [1]
focused on data statements, which can mitigate problems related to exclusion and
bias in language technology. All the proposals presented above focused on data,
but the question of what information is useful to bring out the particularities of
a system is also relevant for models [8,10] or rankings [13,14].
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Table 1: Data quality measures (ISO/IEC 25024).
Quality ID Characteristic Description
Acc-I-4 Accuracy Ratio of outliers
Com-I-1
(adapted)

Completeness Completeness of data items of a record within a data
file

Com-I-5 Completeness False completeness of records within a data file
Con-I-2
(adapted)

Consistency Consistency of data format of the same data item

Con-I-3 Consistency Risk of having inconsistency due to duplication
Con-I-4
(adapted)

Consistency Degree to which the elements of the architecture have
a correspondence in referenced architecture elements

Table 2: Imbalance indexes. m: number of classes; fi: relative frequency of i.
Index Formula (normalized) Notes

Gini Gn = m
m−1 ·

(

1−
∑m

i=m
f2
i

)

Measure of heterogeneity

Shannon S = −

(

1
lnm

)
∑m

i=1
filnfi Measure of species diversity

Simpson D = 1
m−1 ·

(

1
∑

m

i=1
f2

i

− 1

)

Probability measure that two in-
dividuals randomly selected from
a sample belong to the same class

Inverse Imbalance
Ratio

IR = {min(fi,...,m)}
{max(fi,...,m)} Ratio between the lowest and the

highest frequency

3 Methodology

We aimed to investigate some relevant dimensions of data measurements, specif-
ically addressing data quality, sensitive attribute imbalance and completeness
of documentation. These factors can significantly impact the effectiveness and
ethical implications of AI systems. We mapped these dimensions of data mea-
surements with the ethical challenges identified by Mittelstadt et al. [9], as shown
in Figure 1.

Firstly, we propose to evaluate data quality using ISO 25024 standard [6],
as shown in Table 1. This includes assessments of accuracy, completeness, and
consistency of the provided data. Second, we propose to measure data balance
by using some heterogeneity metrics that have already been validated in the lit-
erature and could potentially be extended, such as the Gini index, the Shannon
diversity index, the Simpson diversity index, and the inverse imbalance ratio
[12]. The metrics are shown in the Table 2. An unbalanced dataset may perpet-
uate existing patterns of discrimination, potentially leading to unfair treatment
of marginalized groups. Finally, we propose to assess the completeness of the
documentation provided with each dataset. We integrate the metrics described
above with the completeness metric provided by the Documentation Test Sheet1.

1 The Documentation Test Sheet is described in the paper ‘Completeness of Datasets
Documentation on ML/AI repositories: an Empirical Investigation’, EPIA23, ERAI.
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Abstract. Density ratio estimation, crucial in machine learning, is hin-
dered by challenges such as high-dimensionality data. Current methods
struggle with complex data or have high computational costs. In this
work, we try to tackle some of the existing issues using disjoint linear
regions that are created during the learning process of neural networks
with ReLU activation function, providing an innovative approach to es-
timate density ratios, with applications in unsupervised domain adapta-
tion problems.

Keywords: density ratio estimation · ReLU neural networks

1 Introduction

The ratio of probability density functions is an important ingredient of many
statistical and machine learning problems, such as anomaly detection [4], con-
ditional density estimation [21], or unsupervised domain adaptation [5]. There
exist numerous ways of estimating the density ratio in low dimensional problems
[19, 20], but its estimation in high dimensions proves difficult [7]. To address this
issue, we propose a method based on neural networks with ReLU activation
function. We leverage the fact that a ReLU neural network during the training
process tessellates the input space into many disjoint cells, called linear regions
[13, 16]. We propose to construct the density ratio estimator by counting ob-
servations x, x′ from the source and target domains in each linear region, and
then take a (smoothed) ratio of counts from the target domain over the counts
of observations from the source domain. Finally, we evaluate the efficacy of our
approach on downstream tasks that require access to accurate density ratios,
such as unsupervised domain adaptation (UDA). Contributions:

– We introduce an algorithm for estimating density ratios using the underlying
geometry of the input space created by a ReLU neural network.

– We compare our approach with relevant baselines on tasks that require access
to accurate density ratios, and show its advantages in high dimensions.

! PhD Student in Artificial Intelligence at JKU, supported by SCCH
!! Supervised by Priv-Doz. Dr. Bernhard A.Moser, Senior Researcher at Inst. of Signal

Processing at JKU



2 Micha!l Lewandowski

Related work. Explicit density estimates of p̂S(x) and p̂T (x) often perform poorly
[19], inspiring direct ratio estimation techniques like Kernel Mean Matching
(KMM) [5] and KLIEP [19]. However, these methods assume overlapping distri-
butions, potentially unrealistic in real-world scenarios. Solutions have been pro-
posed, including telescoping density-ratio estimation (TRE) for highly dissimilar
densities [15]. Deep learning, using Convolutional Neural Networks (CNN) with
uLSIF criterion [8], has also been applied [14]. Space tessellation methods also
exist, with Veronoi [12] and Delaunay [1] tessellations used to estimate proba-
bility density functions. Our work uses a combination of tessellation and deep
learning, akin to [12] and [14].

Preliminaries. A ReLU neural network, N : X → Y, consists of alternating
ReLU functions (defined as ReLU(x) = max(x, 0), and denoted with σ(x))
and affine functions with weights Wk and biases bk at layer k. Let us denote
the total number of hidden neurons in N by N . An input x ∈ X , propagated
through N , generates non-negative activation values. An activation pattern is
the binarization of these values, πN : X → {0, 1}N , and represents an ele-
ment in a binary hypercube HN := {0, 1}N . Hamming distance, dH(u, v) :=
|{ui #= vi for i = 0, . . . , N}|, measures the difference between u, v ∈ HN . [17]
proved that there exists a bijective mapping between activation patterns and
equivalence classes, [x]N := {z ∈ X| z ∼N x}, under the relation x ∼N y ⇐⇒
dH(πN (x),πN (y)) = 0. We call equivalence classes linear regions, and their col-
lection a tessellation. The activation space, (HN , d), is a metric space.

We state the problem as follows. Given two sets of observed samples x with
labels y from source and target domains, DS = {xi, yi}

nS

i=1 ∼ pS(x, y) and DT =
{xj , yj}

nT

j=1 ∼ pT (x, y), we wish to estimate the ratio of their underlying proba-
bility densities w(x) = pS(x)/pT (x).

2 ReLU-Tessellation based Estimator of Density Ratio

We introduce counting measures for points from source and target domains in
linear regions Ei, respectively µ(Ei) := |{x ∈ Ei : x ∼ pS}|, ν(Ei) := |{x′ ∈
Ei : x′ ∼ pT }|, and denote the density ratio estimator by ŵi := ν(Ei)/µ(Ei). To
avoid issues with the division by zero, we use the smoothed counting measure
µs(Ei) := µ(Ei)+1, and refer to ŵi as smoothed weight. To improve accuracy of
ŵi, we propose to control the volume of linear regions by adding a regularization
during the learning process 1

nS

∑nS

i=1 CE (f (xi) , yi)+λMMR(xi) , where λ ∈ R+

is a regularization parameter, CE is the usual cross-entropy loss, and MMR is a
Maximum Margin Regularizer (Section 4, [3]).

Domain Adaptation. In UDA problems, source and target risk can be related as
E(x,y)∼DT

[% (h (x) , y)] = E(x,y)∼DS
[% (h (x) , y)w(x, y)]. Joint distributions p(x, y)

are rarely tractable, hence one usually decomposes them as p(x, y) = p(x|y)p(y),
or p(x, y) = p(y|x)p(x). We assume the latter with p(y′|x′) = p(y|x) and p(x′) #=
p(x), so called covariate shift [9]. To estimate ŵi, we assign points x and x′ to
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linear region Ei using their activation patterns πN (x),πN (x′), and estimate the

target risk as E(x,y)∼DT
[" (h(x), y)] ≈ 1

k

∑k
i=1 E(x,y)∼DS∩Ei

[" (h(x), y) ŵi] .

3 Experimental protocol

We evaluate the proposed method on both synthetic and real data. We start with
the synthetic data: multivariate gaussian distributions, where we can analytically
calculate true density ratio w(x) at any given point x ∈ supp(DS) ∩ supp(DT ).
Then, we move on to two pairs of image datasets: MNIST [11] with USPS [6]
and CIFAR-10 [10] with STL-10 [2], where the true density ratio is unknown.

Toy example. We start experiments with a fixed number of observations (nS , nT )
sampled from two different multivariate gaussian distributions. At this stage,
we are interested in assessing the accuracy of our method compared to other
known density ratio estimation methods. The learning problem is constructed
from both DS and DT , and is a two-class classification problem. We investigate
two scenarios: one with (1) unbalanced classes, where nS = 50, nT = 100, and
nS = 100, nT = 50, and one with (2) balanced out classes with nS = nT = 50
for all datasets. We consider:

Table 1. Gaussian datasets. We provide moments µ and Σ for N(µ,Σ).

“Shifting” “Shrinking” “Magnifying” “Rotating”

µ
xS (0 0)T (0 0)T (0 0)T (1 0)T

xT (0 3)T (0 3)T (0 3)T 1√
2
(1 1)T

Σ

xS

(

1 0
0 1

)

4

(

1 0
0 1

)

1

4

(

1 0
0 1

) (

4 0
0 1

)

xT

(

1 0
0 1

)

1

4

(

1 0
0 1

)

4

(

1 0
0 1

)

1

2

(

5 3
3 5

)

This is an instructive example as we know explicitly the density ratio value
r(x). We propose to measure the performance of our method with mean squared
error (MSE) from the true density ratio, and then compare it with the MSEs
of competing methods [18]. To remove stochastic effects caused by network ini-
tialization we repeat our experiments over a defined set of random seeds. As the
result the average over this repetitions is provided.

High-dimensional example. We use previously described image datasets, learn
a ReLU neural network on a source domain, and investigate its accuracy on
the target domain through domain adaptation as described previously. Then,
we measure classification error on the target domain. This procedure is, again,
averaged over a defined set of random seeds.
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Instituto Superior Técnico, Universidade de Lisboa
rui.melo@tecnico.ulisboa.pt

Abstract. This work developed a prototype of a Semantic Search Sys-
tem to assist the Supremo Tribunal de Justiça (Portuguese Supreme
Court of Justice) in its decision-making process. We built a Hybrid
Search System that incorporates both lexical and semantic techniques by
combining the capabilities of BM25 and the potential of Legal-BERTimbau.
In this context, we obtained a 335% increase on the Discovery metric
when compared to BM25 for the first query result. This work also intro-
duces a new technique of Metadata Knowledge Distillation.

Keywords: Legal Information Retrieval · Semantic Search · Large Lan-
guage Models · BERT

1 Introduction

Information retrieval systems evolved significantly over the years. In particular,
they can now incorporate advanced techniques from Natural Language Process-
ing (NLP), namely larger and more powerful Large Language Models (LLM)
models [1, 6], all of which are based on the groundbreaking Transformers archi-
tecture [7]. Information retrieval initially started by utilizing lexical approaches
such as the probabilistic model Okapi BM25 (BM25) [3] and has been evolving to
incorporate semantic search into the mix. A reliable legal search system is essen-
tial for a court to enhance the efficiency and effectiveness of the decision-making
process. The legal system is built upon the principle of precedent, which means
that previous court decisions serve as a guide for future cases. A reliable search
system would allow judges to quickly and accurately access precedents, allow
for an extensive and comprehensive coverage of jurisprudence, promoting con-
sistency and transparency. Improving this process would lead to more efficient
and informed decisions that uphold the principles of fairness and justice.

2 Semantic Search System Architecture

Our solution to implement a reliable search system involved employing a Bi-
Encoder to create independent embeddings for each document. Each sentence
! Master’s Program: Bologna Master Degree in Computer Science and Engineering -
Taguspark, Instituto Superior Técnico, Universidade de Lisboa
Supervisors: Pedro A. Santos (Instituto Superior Técnico, Universidade de Lisboa),
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embedding is generated from the numerous documents using our model, Legal-
BERTimbau. Legal documents contain specific language not easily found in con-
ventional websites or books. We collected data from www.dgsi.pt, which consists
of publicly available STJ court rulings, and indexed them with ElasticSearch1.
The dataset was divided into three subsets: a training set of 26952 documents,
a testing set of 3169 documents, and a validation set of 3169 documents. The
text was cleaned and split into singular sentences.

For retrieving specific query results, that exact query would be transformed
into an embedding by Legal-BERTimbau. Then the system can proceed to search
similar sentences by using the scores provided by BM25 and the cosine similarity
value from the embedding space. BM25 scores are normalised. The solution
architecture is illustrated in Figure 1.

Fig. 1: System Architecture

3 Legal Language Model

We introduce Legal-BERTimbau, a language model adapted to the Portuguese
legal domain. We used a foundation BERT model called BERTimbau [5, 4]. We
started by adapting the BERTimbau large to the Portuguese legal domain using
Masked Language Modeling and the Transformer-based Sequential Denoising
Auto-Encoder [8] technique. Furthermore, we fine-tuned the model for Semantic
Textual Similarity and explored others techniques with the end goal of improving
a bi-encoder’s performance. We proceeded to cover Natural Language Inference,
Generative Pseudo Labeling [9], Multilingual Knowledge Distillation [2] and even
introduced a new technique, Metadata Knowledge Distillation. Experts manually
annotate brief tags to identify the main subjects of each document. Documents

1 https://www.elastic.co/
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can have multiple tags, indicating some level of relationship between them. To
capture this relationship, centroids are calculated for each tag, and sentence
embeddings are adjusted to be closer to their respective centroids. These adjusted
embeddings serve as gold labels for training the model.

4 Search System Evaluation

To evaluate the performance of our information retrieval (IR) system, we lacked
a pre-existing set of queries and expected results. As a solution, we created
embeddings from a collection of 1000 legal documents and generated queries from
document summaries using a T5 model. We compared the system’s performance
by using BM25 searches with the same queries and other multilingual models.
The metrics we employed for evaluation were Search and Discovery concepts.
The Search metric measures how well a system can find the correct document
for a given query. The goal is for the retrieved document to match the one used
to create the query. If the retrieved document is the same as the query’s source
document, the evaluation score increases by 1. The Discovery metric measures
how well a search system retrieves relevant documents. Legal documents have
one or more manually annotated tags. The Discovery metric increases the score
when the retrieved document contains tags that match the tags of the query’s
original document. For each matching tag, the score is increased by one.

Search Metric Discovery Metric

Model Top 1 Top 2 Top 3 Top 1 Top 2 Top 3

BM25 629 696 722 685 933 1133
Our System 629 675 705 2984 3732 4292

Improvement 0% -3.01 % -2.35% 335% 300 % 278%

Table 1: Search System Evaluation

5 Conclusion

This work presents a Search System to enhance information retrieval for legal
documents in Portugal. It achievse better results than traditional methods like
BM25. This study led to the development of tailored BERT models for our do-
main, outperforming state-of-the-art multilingual models on specific annotated
datasets. The system’s performance showed that the proposed search system
outperforms the traditional lexical techniques in terms of suggesting similar doc-
uments. The implementation of such a search system could drastically improve
the information retrieval process and promote consistency in the application of
the law.
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Abstract. Self-sustainability of Multiagent Systems (MAS) can be ex-
plored by advancing the idea of self-organization (SO) in MAS. We ar-
gue that when developing MAS, it must be ensured that they exhibit
self-sustainability (SS) as an essential property. The preliminary work
presents a consolidated definition of the concept and a set of conditions
and properties for a Perfectly Self-Sustainable MAS. Focusing on a spe-
cific use-case, combating terrorism financing (TF) within a region, we
propose a simple evaluation approach to determine various levels of SS
in MAS. While the immediate goal of the concept is to train sustainable
agents and to define best practices and conditions on how to achieve
this, it anticipates that further down the road, the proposed evaluation
methodology of assessing SS within MAS can be used to analyze current
practices across other domains and help build a sustainable future. It is
a trigger to MAS architects to pay the much needed attention in build-
ing systems that are by definition SS either from the application level or
within an MAS ecosystem.

Keywords: Multi-agent systems · Sustainability · Terrorism Financing.

1 Introduction

Terrorism is a huge threat to the socioeconomic welfare of many societies. It
is safe to assume that terror activities whether state-sponsored or individual
have to be financed in one way or another. Starving the perpetrators of such
activities from access to their resources forms a solid foundation towards ad-
dressing and combating the terrorism threat. Challenges of establishing who a
terrorist is, flagging one, tracing their financial patterns, sources of funding and
other resources are important in trying to address the issue [7]. The infrequency
and small dollar amounts of some funding designs and the indirect relationship
between nations and operatives remain the biggest challenge for financial in-
stitutions to detect this activity proactively [14]. The patterns being deployed
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by terror groups keep evolving with time. For instance, the National Terrorism
Financing Risk Assessment report of the USA identifies that ISIS financial fa-
cilitators are constantly looking for ways to consolidate and move funds raised
in the US to shell companies in the world hence creating layers within the sys-
tems thus giving a vulnerability for transactions to circumvent monitoring by
Financial Institutions.

Due to the existence of several layers during the life-cycle of a transaction and
complex beneficial ownership structures as hinted in [8, 9], this study proposes to
leverage on Multiagent systems to detect terror related funding within banking
systems. The drive is to adopt mechanisms that are inherently intelligent to
sustainably breakdown a transaction, by delayering it into simple components
that can easily be allocated risk weights. The proposed study intends to define
the concepts of SS in MAS and adopt them to provide reliable techniques within
banking systems to detect as well as prevent terrorism financing. The proposed
research will capitalize on exploring SO in MAS and build on this subject to
achieve SS [10]. The research will also explore on the approach proposed in [1]
on the staggered approach for delayering transactions into stages when building
a risk profile for ease of detection [2].

An overview of works shows that sustainability presents itself as a dimen-
sion that common solutions fail to address within a MAS environment [4, 13].
Considering that what should be achieved through SS is the ability of the MAS
ecosystem to sustain itself without external support within a given time period,
then an attempt could be made to assess the best possibility of achieving SS in
one of two ways or both. Firstly, within the MAS structured build up Ecosystem
and, secondly, from an application level. In the first part, the questionable argu-
ment to explore is whether there is need or if it is possible to build a universally
acceptable MAS Ecosystem that achieves SS as a standard within its own struc-
ture. On the latter, the alternative to the first scenario can be assessed, such
that, if it is impossible, then can SS be achieved through specific applications of
MAS, dependent on the industry specific problem.

The definitions that SO and SS present should be complementary, however,
a preliminary arguable definition of SS can be presented into context as the
combined need to have a MAS ecosystem function without a time-bound. With
SO in [4, 10], the re-organization of a MAS to its environment is of major concern
particularly so that it can deliver the required results by functionality. With SO
alone, it seems possible to have a system that can organize/re-organize itself
to perform its function and immediately cease to exist. When the element of
sustainability is merged with SO it may be possible to realize the essence of
having SS within an MAS ecosystem as a preliminary definition of the concept.

2 Research Questions

1. What are the properties of a Self-Sustainable Multi-Agent system/How do
the properties of SS-MAS relate with each other?

2. How can machine learning algorithms leveraging MAS be crafted to increase
detectability and traceability of TF?
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3. Can the National Risk of TF at a point in time be predicted accurately?
4. What quantitative risk metrics should be leveraged from a transaction and/or

client to classify it appropriately?

3 Methodology and Model Definition

This section briefly describes the methodology for building the use case setting
for combating TF based on the key identified properties of a SS-MAS. Lastly, it
proposes an evaluation approach to assess the performance and effectiveness of
the MAS.

3.1 Logical Foundation of SS in MAS

Based on the reviews in [3, 5, 6, 11, 12], it becomes apparent that SS is a key
property of MAS. The postulation is that SS is a function of scalability (S), flex-
ibility (F), elasticity (E),time (T), purpose (P), social values (V), ”Awareness”
as (A) and Self-Organization (SO).

Theorem 1. For a Multi-agent system to be Self Sustainable then, it must pass
and satisfy to a TRUE status for S, F, E, T, P, V, A and SO. That is to
say, learning and interactions within the MAS ecosystem has to, by necessity
and sufficiency, prove it contains all or a significant level of the conditions at
every level (global/macro and local/inner/micro levels). Ideally, if a multi-agent
system passes to a TRUE status for both global and micro-levels with the stated
conditions, then we can label it a *Perfectly Self-Sustainable* Multi-agent
System.

3.2 Evaluation Approach

The proposed study shall seek to enunciate the variation in the possible combi-
nations that deviate from the Perfectly Self-Sustainable Multi-agent system
within all levels. The perfect conditions will be relaxed in an iterative manner
for the proposed setting that is described in section 3.3. The study proposes to
experimentally evaluate the accuracy and functional adequacy of the proposed
setting by relaxing different combinations of conditions and properties to assess
which conditions are absolutely necessary or just sufficient to pass the test.

3.3 Proposed Setting

The MAS is a combination of agents aimed at detecting and preventing terrorism
financing. The system receives banking data and identifies risk patterns based
on client profiles and transactional characteristics. It operates by breaking the
detection process into three stages P,Q,R. Each stage is a global Agent class
consisting of micro-agents that have specific goals collectively aimed, through
co-operation, to achieve the goal of the global agent they belong to. i.e.:

– Predict the National Risk level (P).
– Client Profiling and Transaction Processing (Q)
– Risk Analysis (R)
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M.: Money laundering and terrorism financing detection using neural networks
and an abnormality indicator. Expert Systems with Applications 169 (5 2021).
https://doi.org/10.1016/j.eswa.2020.114470
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Abstract. Due to its capacity to filter content precisely for each user
and offer a personalized experience, recommendation systems are becom-
ing increasingly popular. Since they primarily rely on machine learning
techniques, they have one significant drawback: their analysis relies on
statistical connections, which might come from a wide variety of pro-
cesses. Recommender systems in the real world rely on user behaviour
that can be interpreted as causal. Many outstanding issues in recom-
mendation can be solved using causality. Two data pre-processing tasks
are the subject of this study. First, I’ll expand the method introduced
in [3] to examine data leakage in recommender systems. I will use causal
discovery specifically to find the factors that leak information. Second,
I’ll create a framework for denoising data via causal inference. Finally, as
a last use case, I’ll test our ideas in recommendation systems for medical
decision support.

Keywords: First keyword · Second keyword · Another keyword.

1 Background and State-of-the-Art

Causality

Causality is the relationship between two factors with a logical explanation and
changes possibility into actuality. When one variable affects another, for example,
it means that the outcome of one is significantly influenced by the other: either
the cause occurs before the effect or the result is altered when the reason does.
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The causal structural model is employed in semi-supervised learning to ex-
plain causality. According to [8], a structural causal model is based on a causal
mechanism that generates P (Xi) as all its parents and edges in a structural
equation.

Causal inference and causal discovery are the two main subfields of causality
research. The first places a focus on directly establishing causality from observ-
able data. The latter aims to determine the impact a modification in a specific
variable will have on a desired outcome. Focusing on theoretical components and
instruments for integrating causality, ”cite” methods-causality finds and studies
the ways developed for both jobs.

The counterfactual [9] concept is a crucial idea in this field. The counterfac-
tual is a hypothesis that assesses what would have transpired without a situation.

Causal Mechanisms for Recommender Systems

Causal inference can be used to increase the robustness, interpretability, and
reliability of the various recommendation systems, according to the source [5].
For example, debiasing, missing data, and noise are all detected and corrected
via causal inference. It also enables us to create more fair and comprehensible
models.

Data Leakage

Data leakage [7] happens when a variable attribute contains information about
a target variable that cannot exist until the target is known. Leakage is an
understudied problem, and models learned from leaky data are unrealistically
accurate and should be considered. However, evaluating data in real-world sce-
nario will result in significantly reduction performance. This topic was the basis
for my master’s thesis, ”Data Leakage Detection with Anti-Causal Learning”.
The result is a hypothetical method investigated and validated by [10] when
semi-supervised learning works on a dataset or stream where the target variable
Y is the effect of the predictor variable X, there is, X causes Y - then there is
information from the predictor, which is the effect of the target variable, which
contradicts the initial causality claim. We hypothesise that the most plausible
explanation for this discrepancy is leakage. To test this hypothesis, we artifi-
cially assumed the detection of different kinds of leaks in causal datasets and
data streams and signalled leakages when semi-supervised learning outperforms
supervised learning.

Data De-noising in Recommender Systems

Recommender systems rely heavily on the history of interactions between users
and items to model user preferences. However, in the real world, this information
can be noisy. For example, we are on a video application, Youtube, and we give
the mobile phone to our child to be entertained. The video he will see will
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differ from the ones we are used to seeing. So, this is noise information for the
recommendation system. According to [2] and [1], recommendation performance
suffers from noisy data. The concept has emerged as an enabling area of research,
and existing studies, such as [11] [4] [6], show that implicit feedback and noisy
communication lead to user satisfaction. We investigate and reinforce differences
in degrees.

2 Objective

The main goal of our work is to research and design two frameworks that help us
process data to increase the reliability and performance of recommender systems.
These two frameworks are data leakage detection and data denoising with causal
inference.

Our research questions are, therefore:

– RQ1: Can we leverage the causal structure of user feedback data to detect
target leaking variables in the recommendation dataset?

– RQ2: Can causal models be derived from observed user behaviour without
intervention, and can these models be used to identify noisy data points?

– RQ3: How does applying leakage detection and denoising to a dataset affect
a recommendation model’s prediction performance?

To answer these questions, I set the following goals:

– G1: Apply causality mechanisms to support leak detection for recommended
data [3].

– G2: See if the techniques developed in [3] can be applied to recommendation
systems. If not, create a new data leakage method for your recommender
system.

– G3: Develop an open-source library in Python for detecting and remediating
data leaks in datasets and data streams from recommender systems.

– G4: Use previously developed O2 and O3 libraries for health data to support
medical decision-making.

I consider different aspects necessary for improving the model’s reliability and
intended for use in other domains (health, leisure, finance), thus recommender
systems by a causal approach. We want to improve usability.

Acknowledgements: This work is supported by Associação Portuguesa Para a
Inteligência Artificial (APPIA) through the contribution of scholarships to stu-
dents enrolled in higher education courses, in order to promote the participation
in scientific events in the area of Artificial Intelligence.
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Abstract. This paper argues that if the Artificial General Intelligence
(AGI) enabled, robot fulfills functionalist conditions of moral agency,
i.e., Interactivity, Independence, and Adaptability prescribed by Floridi
and Sanders (2004), AGI-enabled robots could be morally responsible for
their actions, at least in a minimal sense. There is a debate in academia
about whether DeepMind’s AlphaGo is an apt subject for praise/blame
for "Move 37". I argue that even if AlphaGo fulfills moral agency con-
ditions prescribed by the functionalists, AlphaGo should not be an apt
subject for praise/blame for "Move 37". The researchers of AI and fu-
turists have hypothesized that the developed AGI system would perform
any cognitive and behavioral tasks similar to humans. The moral re-
sponsibility question may be substantial at that time if an AGI-enabled
robot kills an innocent person out of its autonomy. It makes no differ-
ence if the AGI system is developed through programming or operates
on a computer instead of a biological brain. If the AGI-enabled robot can
functionally interact with its environment or other moral agents, it can
make any decisions autonomously, adjust to changing circumstances and
perform morally relevant actions; they may be held morally responsible,
at least in a minimal sense.

Keywords: AI · AGI · moral agency · AMA · moral responsibility ·

causal responsibility · functionalism.

1 What is AGI?

The AGI appears opposite to Narrow AI [5]. AGI is undoubtedly a young field
of study and is still in its early stages of growth. According to Goertzel, the AGI
community agrees on the following characteristics of AGI "1. General intelligence
involves the ability to achieve a variety of goals, and carry out a variety of tasks,
in a variety of different contexts and environments. 2. A generally intelligent
system should be able to handle problems and situations quite different from
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those anticipated by its creators.3. A generally intelligent system should be good
at generalizing the knowledge it’s gained, so as to transfer this knowledge from
one problem or context to others." [5].

2 Moral and Causal Responsibility

Suppose you are an IT employee. Today you perform two significant actions. In
the first action, you help a blind couple while crossing the road despite having
an important meeting to attend in your company. You would be morally praised
in this case since helping needy people is morally right. In the second action, you
fix a complicated software issue at your office that no one from your company
can fix. In this case, you will also be praised, but not morally. The former action
contains a moral element, while the latter does not contain a moral element.
People acknowledge that you are not only causally responsible for the result but
deserve praise for what you achieved. Now let us examine whether we can hold
the AGI system morally responsible based on causal attribution. We can make
an argument here:

P1: If the AGI-enabled robot is causally responsible for killing X, AlphaGo
is an apt subject for blame

P2: The AGI-enabled robot is causally responsible for killing X
C: Therefore, the AGI-enabled robot is an apt subject to blame
If we accept the conclusion, we must adhere to the implausible notion that

causal responsibility is a sufficient condition for normative responsibility, partic-
ularly for the appropriateness of praise or blame. A storm is causally responsible
for the destruction of a house, but we cannot blame it, or it is inappropriate to
blame the storm for its destruction. Nevertheless, the killing of X by the AGI-
enabled robot and the destruction brought by the storm are not the same. Here,
causal attribution might be a necessary condition but may not be a sufficient
condition. To hold the AGI-enabled robot morally responsible for killing X, we
must bring the notion of Artificial Moral Agency (AMA).

3 Conclusion

The AMA debate is generally based on two opposite views of moral agency, i.e.,
the Standard and the Functionalist views. According to the Standard view, to
become a moral agent, one must fulfil the conditions of rationality, free will or
autonomy, and phenomenal consciousness. However, Functionalists like Floridi
and Sanders deny consciousness as the condition of moral agency and hold mind-
less morality. They prescribed the following three conditions of moral agency [2,
4].

1. Interactivity: The entity can interact with its environment
2. Independence: The entity can change itself and can interact with its envi-

ronment independently
3. Adaptability: The entity can adjust to changing circumstances
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DeepMind’s AlphaGo can fulfil the conditions mentioned above of moral
agency. However, merely fulfilling the conditions do not make AlphaGo a moral
agent. Moral standards do not govern the actions of AlphaGo. To become a
moral agent, one must perform morally significant actions, which is missing in
AlphaGo. However, holding an AGI-enabled robot morally responsible for its ac-
tions from the Functionalist perspective may be possible, as functionalism holds
that mental states can be understood in terms of what an entity can do rather
than how it is made of [12]. Philosophers usually consider two exclusively nec-
essary and jointly sufficient conditions to hold someone morally responsible for
their actions [13]. The first condition is a control, and the second is an epistemic.
Functionalists may accept the control conditions but deny epistemic conditions.
As per the traditional or standard view, to hold someone morally responsible (or
to be praised or blamed) for one’s action, she must be aware of four probable
epistemic requirements while acting, i.e., i) awareness of the action, ii) awareness
of the moral significance, iii) awareness of the consequence, and iv) awareness
of the alternatives [13]. However, how do we know whether someone has such
awareness while acting? This issue directs us to the philosophical problem of
other minds. I am sure I have a mind and mental state. I am directly accessible
to my mind and mental states. However, I have no direct knowledge of anyone
with minds like mine. Therefore, epistemic conditions may be insignificant in
holding someone morally responsible. Computational functionalism holds that
mental states like pain, beliefs, desire, and thoughts are computational states
of the brain [14]. Looking into the characteristics of AGI, we may say that the
Functionalist conditions of moral agency, i.e., Interactivity, Independence, and
Adaptability, are fulfilled by the AGI-enabled robot and qualify as an AMA. If
the AGI-enabled robot may perform morally significant actions along with the
three conditions of AMA, it may be an AMA. AGI’s intellect system would in-
deed differ from humans. However, they may still display intelligence and moral
behaviour similar to moral agents. It makes no difference if the AGI is developed
through programming or operates on a computer instead of a biological brain.
In the case of humans, when we say that someone has a moral agency, we also
consider the conditions mentioned above of moral agency. The internal state or
consciousness condition is not crucial while conferring moral agency since we do
not have access to or consider what type of consciousness someone had while
performing a specific action. Until and unless someone’s intention is functionally
manifested in a specific action, we cannot determine the kind of consciousness
or awareness they are experiencing while acting. Therefore, if the AGI-enabled
robot can functionally interact with its environment or other moral agents, it
can make any decisions autonomously, adjust to changing circumstances and
perform morally relevant actions; they may be held morally responsible, at least
in a minimal sense.
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Abstract. In this paper we present a new approach for the generation of
multi-instrument symbolic music driven by musical emotion. The prin-
cipal novelty of our approach is the conditioning of a state-of-the-art
transformer based on continuous-valued valence and arousal labels. In
addition, we provide a new large-scale dataset of symbolic music paired
with emotion labels in terms of valence and arousal.

Keywords: music generation · MIDI · transformers · emotion · affective
computing

1 Introduction

In this work, we introduce an affective algorithmic composition model that can
be conditioned on continuous coordinates on the valence-arousal plane. To this
end, we combine several datasets, resulting in a labeled MIDI dataset two orders
of magnitude greater than existing labeled MIDI datasets. Using this dataset,
we successfully train large transformer models [17] on a single GPU, to generate
multi-instrument symbolic music conditioned on emotion. To the best of our
knowledge, this is the first music generation model that can be conditioned on
both valence and arousal simultaneously, therefore enabling conditioning on an
arbitrary emotion from the widely-used circumplex model of affect.

2 Related work

The creators of the VGMIDI dataset devised a method for symbolic music gener-
ation conditioned on emotion [4]. Using a genetic algorithm, they fine-tuned the
weights of a pretrained LSTM. This was done separately for positive and nega-
tive valence conditions, resulting in two models. Both Hung et al. and Zhao et
al. generated symbolic music conditioned on four categorical emotions belonging
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to the four quadrants of the valence-arousal plane [7, 19]. Zhao et al. [19] labeled
the piano-midi dataset [10] using categorical labels, and trained a biaxial LSTM
[8] on this labeled dataset. Hung et al. [7], the creators of the EMOPIA dataset,
trained a transformer model that is conditioned using control tokens [9].

The Spotify for Developers API allows users to access audio features for a
given song from Spotify’s private database [14]. These audio features are both
low- and high-level and are namely danceability, energy, key, loudness, mode,
speechiness, acousticness, instrumentalness, liveness, valence, and tempo. The
high-level features such as valence are estimated using machine learning algo-
rithms that are trained on data labeled by experts [13, 16].

3 Methodology

3.1 Lakh-Spotify dataset

To create a dataset that contains pairs of MIDI files and high-level labels, we use
the Spotify for Developers API and obtain audio features for the corresponding
samples from the Lakh MIDI dataset (LMD) [12]. In particular, we use the
LMD-matched subset, since its samples are matched to the entries in the Million
Song Dataset (MSD) [2], hence we can use the metadata from MSD to search
Spotify’s database. Using the track ID for each MIDI file, we first obtain the
song title, artist name, and Echo Nest song ID. Using the Echo Nest song IDs,
and another dataset named Million Song Dataset Echo Nest mapping archive
[1], we also obtained Spotify track IDs.

Next, for each MIDI sample, we conducted a search using the Spotify for De-
velopers API to obtain audio features. While the precise implementation details
for their retrieval are not publicly available, an explanation of the Spotify audio
features can be found in the online documentation1. The query for the search
was the associated Spotify ID. If the Spotify ID was not available, we used the
artist name and the song title as the query. We also extracted and included the
low-level MIDI features such as note density, i.e., number of notes per second,
the estimated tempo, and the number of instruments. These low-level features
can also be used to model the arousal dimension of the circumplex model of
affect [15, 18].

3.2 Emotion-based music generation

Training data and pre-processing For our music generation task, we first
pre-train our non-conditional vanilla model on the Lakh Pianoroll Dataset (LPD)
[3], specifically the LPD-5-full subset. This subset is created by merging the
individual tracks in the MIDI files into five common categories: drums; piano;
guitar; bass; and strings. After pre-processing, the non-conditional training data
split has 96119 songs.

1 https://developer.spotify.com/documentation/web-api/reference/
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To train our conditional models, we first transfer the available weights from
the vanilla model and then fine-tune on the LPD-5-matched dataset, namely
the 5-instrument piano roll counterpart of the LMD-matched dataset. Since we
previously generated low- and high-level labels for this dataset as explained
in Section 3.1, we used these labels for conditioning. After pre-processing, the
conditional training data split has 27361 songs. We transpose the pitches of all
instruments except drums, by a randomly chosen integer value between −3 and
3 inclusive. We use two conditioning values to model valence and arousal, the
valence feature from Spotify’s database and the MIDI note density averaged over
the number instruments respectively.

Models The backbone of our models is the music transformer [6], which is
a decoder-only transformer using relative position embeddings. It has 20 layers
and a feature dimension of 768. Each layer has 16 heads and a feed-forward layer
with a dimension of 3072. Overall, our model has around 145 million parameters.

We experimented with different methods for conditioning the music gener-
ation process on the emotion features. We first implemented the current state-
of-the-art approach in conditional sequence generation [7, 9, 11], which we name
discrete-token, where we put the valence and arousal values into discrete bins and
then converted them into control tokens. In detail, we quantize the condition val-
ues using 5 equal-sized bins, where the central bin index is 0. The control tokens
belonging to valence and arousal are placed before the music tokens, i.e., concate-
nated in the sequence dimension. In our next approach, named continuous-token,
we use the normalized condition values in their continuous form. We feed each
value to a separate linear layer, creating condition vectors that have the same
length as the music token embeddings. Next, the condition vectors and music
token embeddings are concatenated in the sequence dimension and fed into the
transformer. Our final approach is named continuous-concatenated, where we
create a single vector for the two normalized continuous condition values, repeat
this vector in the sequence dimension, and concatenate it with every music to-
ken embedding. The lengths of the conditioning vectors and token embeddings
are 192 and 576 respectively, so that the total feature length of the transformer
input is constant across models.

At inference, and before the generation starts, the input sequence only con-
sists of the <START> token, except for the discrete-token model where we also
prepend two condition tokens for valence and arousal. For the models continuous-
token and continuous-concatenated, the condition values are fed in parallel at
every timestep. We generate the output autoregressively, where the generated
token is appended to the input sequence, forming the input sequence for the
next timestep. We use nucleus sampling with p = 0.7 from the temperature ad-
justed softmax distribution [5], with a temperature of 1.2. To avoid excessive
repetitions, if the number of tokens in the nucleus in the previous step was less
than 3, we increase the temperature slightly. The code, trained models, qualita-
tive output samples, and extended paper with quantitative results are available
online2.
2 serkansulun.com/midi
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Exploring GenAI Art Tools By Designing Visual Culture Chatbot Assistant

Abstract. The capability of generative AI (GenAI) art tools nowadays
alters the creativity process due to the advantage of the deep learning
architecture of transformers and Large Language Models(LLMs). How-
ever, the style-oriented focus of prompt-based AI art tools might cause
us to ignore the metaphoric connections behind symbols, which not only
leads to an educational crisis in art but also in the algorithms. According
to EMT (Extended Mind Thesis), both human and non-human entities
could gain intelligence that fits the new paradigm of Hybrid intelligence
(HI). Therefore, this study proposes to design a chatbot assistant with
customized domain knowledge of visual culture art education(VCAE)
and a persona trained by dialogic pedagogy to challenge the mainstream
GenAI art tools, the hypothesis is to fill the knowledge gaps by offering
deeper thoughts during the human-machine interaction. A case study will
be conducted together with University lecturers and students in higher
education mastered in art and design, and serve as an iterative process
for improving the application. The objective is to discover humanity in
GenAI art tools influenced by VCAE.

Keywords: generative-AI · Visual culture art education · Hybrid intel-
ligence · AI chatbot · Extended Mind Thesis.

1 Introduction

1.1 AI meets HCI=HI

The development of chatbots has made significant progress in recent years. Due
to the enormous success in the development of large language models (LLM),
conversational AI has gained significant attention and demonstrated promising
results in various industries and scenarios (Nagarhalli et al., 2020), such as parent
training (Entenberg et al., 2021) and promoting students’ "trust, self-confidence,
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and open-mindedness" (Muthmainnah et al., 2022). In the heavily disrupted ed-
ucation industry, this means that conversations with AI chatbots like ChatGPT
can inspire individuals to engage in thought-provoking discussions, exploration,
and even innovative ideas. For example, enhancing critical thinking in STEM
learning (Vasconcelos et al., 2023). However, concerns such as morality, bias,
and correctness also require a shift in pedagogy and a rethinking of traditional
intelligence in the new era. (Taecharungroj, 2023). Consequently, there is a grow-
ing interest in HCI to explore the new paradigm of the Human–AI collaboration
process based on concepts such as hybrid intelligence or an earlier term called
Extended Intelligence, both of which acknowledge the concept of intelligence
as "a fundamentally distributed phenomenon" (Ito, 2016). Inspired by the lens
consider that AI is more than just building better machines; it is a way "to use
machines to understand the mind itself" (Minsky, 2007). Despite the enormous
impact, the focus of developing chatbots is mostly on how to understand humans
better and generate more satisfactory outcomes. With the increasing interest in
the mutual learning HI concept, various authors indicated that this might have
overshadowed the potential risks of AI lacking the ability to provide deeper in-
sights and reflections other than the skills and knowledge obtained (Bredeweg
et al.; Chen et al.,2022; Gillani et al.; Roumate, 2023). To address this gap, the
proposed doctoral study will critically review the development and limitations
of how the current experience of using GenAI art tools is insufficient, then foster
critical dialogue and deepen understanding by developing an app trained with
the domain knowledge of visual culture in order to make a contribution to the
future HI paradigm.

1.2 Research Questions

RQ1 - Pilot study phase: What insight could visual culture arts educators
and learners provide for the experience of prompt-based interactive
creativity using Gen AI’s art creation tools? -Addressed by a literature
review, anthropological observation, and in-depth interviews with experts in the
field of VCAE. RQ2 - Chatbot design phase: How can domain knowledge
in dialogic theory and visual culture art education be structured in
the LangChain framework for developing a new paradigm of HI in art
creation? -With the intention of reflecting on human creativity in a prompt-
based GenAI tool through VCAE domain knowledge and the dialogical peda-
gogy, which will be applied to the LangChain framework to enable the text-
to-image/ image-to-text AI chatbot assistant with a more engaging experience.
RQ3 - User experience evaluation phase: How can the user experience of
the text-to-image AI chatbot assistant be evaluated in order to meet
the requirements of Hybrid Intelligence? RQ3-1. From the perspective
of Hybrid Intelligence, what is the impact of the creative experience
of the customized AI visual culture chatbot assistant on the user’s
critical aesthetic thinking? RQ3-2. From the perspective of Human
in the loop service design, how does this study of customized AI vi-
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sual culture chatbots respond to the concerns of a responsible and
explainable AI?

2 State of the art

2.1 Mainstream GenAI art tools

Applications like Stable Diffusion, Midjourney, and Dall-E 2 have made signif-
icant advancements in the field of generative models, particularly in generat-
ing and editing high-quality images. The main criticism of the text-to-image,
prompt-based procedure is that it can sometimes produce unexpected or unde-
sirable results due to the limitations of the generative models in understanding
the context and nuances of the textual prompts. This can lead to images that
may not accurately represent the intended concept or may contain inappropriate
content. Some tools also offer image-to-image editing, where users can upload
an existing image and modify it based on text prompts, further expanding the
possibilities of co-creation with AI in the visual arts domain. Regarding the
image-to-text function, Midjourney and other models like OpenAI’s CLIP can
perform tasks reversely, this is extremely valuable since it offers humans an ele-
mentary way to learn from how AI interprets images and gets inspired.

2.2 LangChain framework and LLMs API

It was until late 2022, the Interest in LLMs and generative AI brought Ope-
nAI’s ChatGPT to skyrocket in popularity. However, the real potential of LLMs
which represents a notable advancement in the evolution of chatbots lies in the
integration of specialized knowledge and the openness protocol. LangChain, a
framework built around LLMs, exemplifies this progress by offering Python li-
braries that streamline the development process for language model-powered
applications. By providing an array of tools, components, and interfaces, the
framework not only enhances the functionality and effectiveness of chatbots but
also simplifies their overall development process, which provides a concrete ref-
erence for the app development planned in this study.

3 Methodology

In their 2007 study, Harrison et al. categorized the methodological frameworks of
HCI into three distinct paradigms. Each of these paradigms represents a different
worldview and contributes to HCI in different ways. This research incorporates
the third paradigm called the Phenomenologically-Situated Paradigm, which
assumes researchers "should not just react to the changes around it but also
shape those changes" (Dix, 2017), and proposes a shift toward designing for the
broader context of social and cultural influences.
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